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#### Abstract

We introduce the random walk on the line as oracle to a Turing machine and prove that the number of calls to the oracle correlate with inner non-collapsing levels of $B P P / / \log \star$, thus identifying meaningful hierarchies.


## 1 Introduction

Consider the classical model of a Turing machine with an oracle. However, the oracle is not a one step external consultation device, but it might have a time cost dependent on the size of the query. The oracle may contain either non-computable information, or computable information provided just to boost the computations of the Turing machine. Essentially, the oracle we will be considering is a real number accessed by the Turing machine through a measurement procedure such like a computer controlling a physical system.

The computational power of Turing machines having access to real numbers in polynomial time seems to have fallen from $P /$ poly as originally proposed in [23] to $B P P / / \log \star$ as in [14], even for deterministic machines, as a result of detailed investigation on protocols between analogue and digital components of computation devices (see $[12,18]$ ). The probabilistic format of $B P P / / \log \star$ is due to the stochasticity of the oracle that is consulted by finite precision methods only, while infinite precision measurements bounds the power to $P / \log \star$ in deterministic polynomial time. This reduction of power in deterministic time is due to the fact that measurement takes time in non-linear systems, while in [23] the systems considered are piecewise linear.

We will consider the abstract experimenter (e.g. the experimental physicist) as a Turing machine and the abstract experiment of measuring a physical quantity (using a specified physical apparatus) as an oracle to the Turing machine (see $[5,7,10,11,12,15]$ inter alia). The measurement algorithm running in the machine abstracts the experimental method chosen by the experimenter and proceeds by approximations.

Inspired in the work developed in [23], in [26] the authors specify hardware presumably capable of hypercomputation, namely electronic components assembled to compute supposedly a non-decidable fragment $B P P / / \log \star$. In our view such systems will not support programming, since

[^0]programming in such a context turns to be the settlement of a real number into the system with unbounded precision. Eventually, such systems will be capable of emergent computation due to arbitrary unknown reals (if real numbers exist in Nature) specifying their components. Emergent computational activities might well be relevant in learning tasks.

What do we intend to measure with Turing machines? Considering [26], it can be a electrical resistance, or a capacitance, or an impedance, etc (see [9]). Note that measurable numbers were first considered a scientific enterprise by Geroch and Hartle in their now famous paper [24], where they introduce the concept: We propose, in parallel with the notion of a computable number in mathematics, that of a measurable number in a physical theory, and measurement is a scientific activity supported by a full theory developed since the beginning of the last century as a chapter of mathematical logic, which is unexpectedly similar to oracle consultation but exhibiting new features in complexity theory (see [25]).

In our paper, we discuss how, while measuring a physical magnitude, a slight amount of bits of a real, yet unbounded for arbitrary long inputs to the machine, on the size of the input, can originate hypercomputation. The amount of bits translates each time, for inputs of size $n$, into a small number of calls to the oracle, which is sublogarithmic in $n$. We explore one of the two directions discussed in [20]. The hierarchies we will be establishing start arbitrarily close to $B P P$ and stretch towards $B P P / / \log \star$ in polynomial time.

## 2 Contributions of this paper

Consider the random walk experiment (RWE) of having a particle moving along an axis. The particle is sent from position $x=0$ to position $x=1$. Then, at each positive integer coordinate, the particle moves right, with probability $\sigma$, or left, with probability $1-\sigma$, as outlined in Figure 1. If the particle ever returns to its initial position $x=0$, then it is absorbed. In this process, the particle takes steps of one unit, at time intervals also of one unit, postulated to be the time step of a Turing machine transition (see [1]).


Fig. 1. Random walk on the line with absorption at $x=0$.

We are interested in the probability that the particle is absorbed (see [21]). Let $p_{i}$ be the probability of absorption when the particle is at $x=i$. In our model, the particle is launched from $x=0$ but it only starts its random walk at $x=1$. It is easy to see that $p_{1}=(1-\sigma)+\sigma p_{2}$. From $x=2$, to be absorbed, the particle must initially move from $x=2$ to $x=1$ (not necessarily in one step), and then from $x=1$ to $x=0$ (again, not necessarily in one step). Both movements are made, independently, with probability $p_{1}$, thus, $p_{2}$ is just $p_{1}^{2}$. More generally, we have $p_{k}=p_{1}^{k}$. Therefore, the equation for the unidimensional random walk with absorption at $x=0$ is given by the equation

$$
p_{1}=(1-\sigma)+\sigma p_{1}^{2}
$$

with solutions $p_{1}=1$ and $p_{1}=\frac{1-\sigma}{\sigma}$. For $\sigma=\frac{1}{2}$, the solutions coincide and $p_{1}=1$. For $\sigma<\frac{1}{2}$, the second solution is impossible, because $\frac{1-\sigma}{\sigma}>1$, so, we must have $p_{1}=1$. For $\sigma=1$, the particle
always moves to the right, so $p_{1}=0$. Thus, for the sake of continuity of $p_{1}$, for $\sigma>\frac{1}{2}$, we must choose $p_{1}=\frac{1-\sigma}{\sigma}$. Consequently, we get

$$
p_{1}= \begin{cases}1 & \text { if } \sigma \leq \frac{1}{2} \\ \frac{1-\sigma}{\sigma} & \text { if } \sigma>\frac{1}{2}\end{cases}
$$

So, if $\sigma \leq \frac{1}{2}$, with probability 1 the particle always returns, but the number of steps is unbounded. In Figure 2, we illustrate this situation, for the case $\sigma=1 / 4$, giving the possible locations of the particle, and the respective probabilities, after the first steps.


Fig. 2. Diagram showing probabilities of the particle being at various distances from the origin, for the case of $\sigma=1 / 4$.

Now, let us consider a Turing machine coupled with a random walk experiment, the RW machine, as introduced in [20]. To use the RWE as an oracle, we admit that the probability $\sigma$ that the particle moves forward, encodes some advice. Unlike scatter machine experiments in $[5,11,16]$, the RWE does not need any parameters to be initialized, i.e. the Turing machine does not provide the oracle with any dyadic rational, it just "pulls the trigger" to start the experiment.

Denoting by $\log ^{(k)}$ the class of advice functions $f$ such that $|f(n)| \in O\left(\log ^{(k)}(n)\right)$, we prove the following:

Theorem 1. The class of sets decidable in polynomial time by deterministic $R W$ machines that can make up to $O\left(\log ^{(k)}(n)\right)$ calls to the oracle, for inputs of size $n$, is exactly $B P P / / \log ^{(k+1)} \star$.

Bounding the number of calls to the oracle, we find a hierarchy of complexity classes within $B P P / / \log \star$. Denoting the class of sets decided by deterministic RW machines that can make up to $O\left(\log ^{(k)}(n)\right)$ calls to the oracle by $B P P\left[O\left(\log ^{(k)}(n)\right]\right.$ we prove that

Theorem 2. For every $k, k^{\prime} \in \mathbb{N}$, if $k<k^{\prime}$, then $B P P\left[O\left(\log ^{(k)}(n)\right] \subseteq B P P\left[O\left(\log ^{\left(k^{\prime}\right)}(n)\right]\right.\right.$.

## 3 RW machines

For every unknown $\sigma \in(0,1)$, the time that a particle takes to be absorbed is unbounded. We introduce a constant time schedule to bound the oracle consultation time. If the particle is absorbed during that time, the finite control of the Turing machine changes to the 'yes' state, otherwise, the finite control changes to the 'no' state. The experiment has two possible outcomes and a constant time schedule.

We analyse the probability of 'yes'.
A path of the random walk is a possible sequence of moves that the particle makes until it is absorbed. Note that all such paths are made of an even number of steps. Paths of the random walk along the positive $x$-axis with absorption at $x=0$ are isomorphic to a specific set of well-formed sequences of parentheses. For instance, in a random walk of length 6 , the particle could behave as $((()))$ or $(()())$, where a movement to the right is represented by "(" and a movement to the left is represented by ")". The first opening parenthesis corresponds to the first move of the particle from $x=0$ to $x=1$. The probability of answer in 6 steps is the sum of two probabilities corresponding to the two possible paths. All paths of a certain length have the same probability; namely, for every even number $n$, the probability of each path of length $n$ is

$$
\sigma^{\frac{n}{2}-1}(1-\sigma)^{\frac{n}{2}}
$$

Therefore, we only need to know the number of possible paths for each length, i.e. the number of well-formed sequences of parentheses satisfying some properties. In [4], the authors generalize the Catalan numbers and prove the following interesting result:

Proposition 1 (Blass and Braun [4]). For every $\ell, w \in \mathbb{Z}, \ell \geq w \geq 0$, let $X$ be the number of strings consisting of $\ell$ left and $\ell$ right parentheses, starting with $w$ consecutive left parentheses, and having the property that every nonempty, proper, initial segment has strictly more left than right parentheses. Then

$$
X=\frac{w}{2 \ell-w}\binom{2 \ell-w}{\ell}
$$

Note that when $w=\ell=0$, the undefined fraction $w /(2 \ell-w)$ is to be interpreted as 1 , since this gives the correct value $X=1$, corresponding to the empty string of parentheses. From this proposition, we derive the probability $q(t)$ that the particle is absorbed in even time $t+1$, for $t \geq 1$. It suffices to take $\ell=(t+1) / 2$ and $w=1$ :

$$
q(t)=\frac{1}{t}\binom{t}{\frac{t+1}{2}}(1-\sigma)^{\frac{t+1}{2}} \sigma^{\frac{t+1}{2}-1}
$$

Therefore, the probability that the particle is absorbed during the time schedule $T$ is given by

$$
F(\sigma, T)=\sum_{\substack{t=1 \\ t \text { odd }}}^{T-1} \frac{1}{t}\binom{t}{\frac{t+1}{2}}(1-\sigma)^{\frac{t+1}{2}} \sigma^{\frac{t+1}{2}-1}
$$

This is the probability of getting the outcome 'yes' from the oracle. Figure 3 allows us to understand the behaviour of the probability $F(\sigma, T)$ as a function of $\sigma$. We see that, as $T$ increases,
$F(\sigma, T)$ increases as well, since the longer the machine waits, the more likely it is that a particle is absorbed. We can also see that as $T$ approaches infinity, $F(\sigma, T)$ approaches the probability $p_{1}$ that the particle is absorbed, which makes sense, since $p_{1}$ represents a probability of absorption with unbounded time. For analytical reasons, we will consider only $\sigma \in\left[\frac{1}{2}, 1\right]$, corresponding to a variation of $p_{1}$ from 1 to 0 . Note that we could consider any interval contained in $[0,1]$. For every $T$, this probability is a function of $\sigma$ that satisfies the following conditions: (a) $F(\bullet, T) \in C^{1}\left(\left[\frac{1}{2}, 1\right]\right)$, (b) for every $\sigma \in\left[\frac{1}{2}, 1\right], F^{\prime}(\sigma, T) \neq 0$ and (c) $n$ bits of $F(\bullet, T)$ are computable in time $O\left(2^{n}\right)$. Once this conditions are verified the following theorem holds (see proof in the forthcoming paper [17]):
Theorem 3. For every set $A, A \in B P P / / \log \star$ if and only if it is decidable by a $R W$ machine in polynomial time.




Fig. 3. Graphs of $F(\sigma, T)$ for $T=2, T=10$ and $T=100$.

## 4 Computational resources

Consider that we have a limiting number of particles that the RW machine can launch, i.e. a bound in the number of oracle calls that the machine can make. We study now how the precision in the measurement of $\sigma$ depends on the number of oracle calls.
Theorem 4. A $R W$ machine that can make up to $\xi(n)$ calls to the oracle, on input $w$ of size $|w|=n$, can read $O(\log (\xi(n)))$ bits of the unknown parameter $\sigma$ in polynomial time in $n$.
Proof. We know that each particle has probability of absorption $F(\sigma, T)$ in time $T$. Thus, if we make $\xi(n)$ oracle calls on an input of size $n$, the number of times $\alpha$ that the experiment returns 'yes' is a random variable with binomial distribution. Let us consider $X=\alpha / \xi(n)$, the random variable that represents the relative frequency of absorption ('yes'). We have the expected value $\mathbb{E}[X]=\mathbb{E}[\alpha] / \xi(n)=\xi(n) F(\sigma, T) / \xi(n)=F(\sigma, T)$ and the variance $\mathbb{V}[X]=\mathbb{V}[\alpha] / \xi(n)^{2}=$ $\xi(n) F(\sigma, T)(1-F(\sigma, T)) / \xi(n)^{2}=F(\sigma, T)(1-F(\sigma, T)) / \xi(n)$. Chebyshev's inequality states that, for every $\delta>0$,

$$
P(|X-\mathbb{E}[X]|>\delta) \leq \frac{\mathbb{V}[X]}{\delta^{2}} \leq \frac{F(\sigma, T)(1-F(\sigma, T))}{\xi(n) \delta^{2}} \leq \frac{F(\sigma, T)}{\xi(n) \delta^{2}}
$$

Let $k$ be the number of bits of $\sigma$ to be read. ${ }^{4}$ By setting $\delta=2^{-k-5}$, we get

$$
P\left(|X-F(\sigma, T)|>2^{-k-5}\right) \leq \frac{2^{2 k+10} F(\sigma, T)}{\xi(n)}
$$

[^1]and if we want an error probability of at most $\gamma$, we set
$$
\frac{2^{2 k+10} F(\sigma, T)}{\xi(n)} \leq \gamma
$$

Applying logarithms, we get

$$
2 k+10+\log (F(\sigma, T))-\log (\xi(n)) \leq \log (\gamma)
$$

therefore,

$$
k \leq \frac{\log (\xi(n))+\overbrace{\log \left(\frac{1}{F(\sigma, T)}\right)-\left(10+\frac{1}{\log (\gamma)}\right)}^{\text {constant value }}}{2} .
$$

For every $\sigma, F(\sigma, T)$ increases with $T$ and the term $\log (1 / F(\sigma, T))$ decreases; contrary to what one might expect, for every input word $w$ of size $n$, the longer we wait for the particles to return, the less precision we can obtain for $\sigma .{ }^{5}$ We establish that in every oracle call the machine will wait exactly two time steps for the particle to return $(T=2)$. Therefore, $F(\sigma, 2)=(1-\sigma)$. Now, with $k \in O(\log (\xi(n)))$, we have

$$
P\left(|(1-X)-\sigma|=P\left(|X-(1-\sigma)|>2^{-k-5}\right) \leq \gamma\right.
$$

With value $1-X$ we can estimate $\sigma$.
This result suggests a non-collapsing hierarchy of classes defined by the magnitude of the number of queries to the oracle.

## 5 Lower and upper bounds

We encode advice functions in order to compare RW machines with Turing machines with advice. We define the iterated logarithmic functions $\log ^{(k)}(n)$ :
$-\log ^{(0)}(n)=n ;$
$-\log ^{(k+1)}(n)=\log \left(\log ^{(k)}(n)\right)$.
Similarly, we define the iterated exponential $\exp ^{(k)}(n)$ :
$-\exp ^{(0)}(n)=n ;$
$-\exp ^{(k+1)}(n)=2^{\exp ^{(k)}(n)}$.
The iterated exponential is a well known bound on the number of computation steps of elementary functions (e.g. see [22]). For every $k \in \mathbb{N}$, the functions $\log ^{(k)}$ and $\exp ^{(k)}$ are inverse of each other. Let $\log ^{(k)}$ also denote the class of advice functions $f$ such that $|f(n)| \in O\left(\log ^{(k)}(n)\right)$.

Let $c(w)$ be the encoding of a single word $w$. We define the encoding $y(f)=\lim y(f)(n)$ for an advice function $f \in \log ^{(k)} \star$ in the following way:

[^2]$-y(f)(0)=0 . c(f(0))$;

- if $f(n+1)=f(n) s$, then

$$
y(f)(n+1)= \begin{cases}y(f)(n) c(s) & \text { if } n+1 \text { is not of the form } \exp ^{(k)}(m) \\ y(f)(n) c(s) 001 & \text { if } n+1 \text { is of the form } \exp ^{(k)}(m)\end{cases}
$$

So, for example, if we want to encode a function $f \in \log \log \star$, we just have to place the separator 001 when $n+1$ is of the form $2^{2^{m}}$, for some $m \in \mathbb{N}$.

For every $k$ and for every $f \in \log ^{(k)} \star$, we have that $y(f) \in \mathcal{C}_{3}$. Also, for every $n$, in order to extract the value of $f(n)$, we only need to find the number $m \in \mathbb{N}$ such that $\exp ^{(k)}(m-1)<n \leq \exp ^{(k)}(m)$ and then read $y(f)$ in triplets, until we find the $(m+1)$-th separator. Then, it is only needed to ignore the separators and replace each 100 triplet by 0 and each 010 triplet by 1 . Since $f \in \log ^{(k)} \star$, we know that $\left|f\left(\exp ^{(k)}(m)\right)\right|=O\left(\log ^{(k)}\left(\exp ^{(k)}(m)\right)\right)=O(m)$. we conclude that $3 O(m)+3(m+1)=O(m)$ bits are enough to get the value of $f\left(\exp ^{(k)}(m)\right)$ and, consequently, $O\left(\log ^{(k)}(n)\right)$ bits to get the value of $f(n)$.

Theorem 5. [Lower bounds] For every $k$, every set in BPP// $\log ^{(k+1)} \star$ is decidable in polynomial time by a RW machine that can make up to $\xi(n)=O\left(\log ^{(k)}(n)\right)$ oracle calls on inputs of size $n$.

Proof. Let $A$ be an arbitrary set in $B P P / / \log ^{(k+1)} \star$ and $\mathcal{M}$ a probabilistic Turing machine with advice $f \in \log ^{(k+1)} \star$, which decides $A$ in polynomial time with error probability bounded by $\gamma_{1} \in(0,1 / 2)$.

Let $\mathcal{M}^{\prime}$ be a RW machine with unknown parameter $y(f)$, the encoding of $f$, and let $\gamma_{2} \in \mathbb{R}$ be such that $\gamma_{1}+\gamma_{2}<1 / 2$. Let $w$ be a word such that $|w| \leq n$. Theorem 4 assures that $\mathcal{M}^{\prime}$ can estimate $O(\log (\xi(n)))=O\left(\log \left(\log ^{(k)}(n)\right)\right)=O\left(\log ^{(k+1)}(n)\right)$ bits of $y(f)$, and, thus, $\mathcal{M}^{\prime}$ can read $f(n)$ in scheduled protocol time $T=2$ and in machine polynomial time, with an error probability bounded by $\gamma_{2}$. We have that $P\left({ }^{'} y e s{ }^{\prime}\right)=1-\sigma$ and $P\left({ }^{'} n o{ }^{\prime}\right)=\sigma$. Let $\gamma_{3}$ be such that $\gamma_{1}+\gamma_{2}+\gamma_{3}<1 / 2$. Using calls to the same oracle, $\mathcal{M}^{\prime}$ can produce a sequence of fair coin tosses. In fact, with probability at least $1-\gamma_{3}$, we can use a sequence of independent biased coin tosses of length

$$
\frac{s}{\sigma(1-\sigma)}\left(1+\frac{1}{\gamma^{1 / 2}}\right)
$$

to produce a sequence of $s$ independent fair coin tosses (see the proof in $[16,5]$ ). Therefore, $\mathcal{M}^{\prime}$ can decide $A$ in polynomial time, with error probability bounded by $\gamma_{1}+\gamma_{2}+\gamma_{3}<1 / 2$.

In order to state and prove upper bounds, we need the following auxiliary lemma:
Theorem 6. Let $A$ be the set decided by $R W$ machine $\mathcal{M}$ with unknown parameter $\sigma$ that can make up to $\xi(n)$ calls to the oracle, for inputs of size $n$, with error probability bounded by $\gamma<1 / 4$. If $\mathcal{M}^{\prime}$ is an identical $A D$ machine, with unknown parameter $\tilde{\sigma}$ and the probability of absorption $\tilde{F}$, such that

$$
|F(\sigma, T)-\tilde{F}(\tilde{\sigma}, T)|<\frac{1}{8 \xi(n)}
$$

then, for any word of size $\leq n$, the probability of $\mathcal{M}^{\prime}$ making an error when deciding $A$ is $\leq 3 / 8$.

Proof. We know that $\mathcal{M}$ and $\mathcal{M}^{\prime}$ make at most $\xi(n)$ calls to the oracle, in such a way that the query tree $\mathcal{T}$ associated to both, has maximum depth $\xi(n)$. Let $w$ be of size not greater than $n$. Let $D$ be the assignment of probabilities to the edges of $\mathcal{T}$ corresponding to the unknown parameter $\sigma$ and 'yes' probability $F(\sigma, T)$ and $D^{\prime}$ be the assignment of probabilities given by the unknown parameter $\tilde{\sigma}$ and 'yes' probability $\tilde{F}(\tilde{\sigma}, T)$. Since $|F(\sigma, T)-\tilde{F}(\tilde{\sigma}, T)|<1 / 8 \xi(n)$, the difference between any particular probability is at most

$$
\kappa=\frac{1}{8 \xi(n)}
$$

Invoking Proposition 11 of [16], we have two different cases:

- $w \notin A$ : In this case, an incorrect result corresponds to $\mathcal{M}^{\prime}$ accepting $w$. The probability of acceptance $P_{A}\left(\mathcal{T}, D^{\prime}\right)$ for $\mathcal{M}^{\prime}$ is

$$
\begin{aligned}
P_{A}\left(\mathcal{T}, D^{\prime}\right) & \leq P_{A}(\mathcal{T}, D)+\left|P_{A}\left(\mathcal{T}, D^{\prime}\right)-P_{A}(\mathcal{T}, D)\right| \\
& \leq \gamma+\xi(n) \kappa \\
& \leq \gamma+\xi(n) \frac{1}{8 \xi(n)} \\
& =\frac{1}{4}+\frac{1}{8}=\frac{3}{8}
\end{aligned}
$$

$-w \in A$ : In this case, an incorrect result corresponds to $\mathcal{M}^{\prime}$ rejecting $w$. The probability of rejection $P_{R}\left(\mathcal{T}, D^{\prime}\right)$ for $\mathcal{M}^{\prime}$ is

$$
\begin{aligned}
P_{R}\left(\mathcal{T}, D^{\prime}\right) & \leq P_{R}(\mathcal{T}, D)+\left|P_{R}\left(\mathcal{T}, D^{\prime}\right)-P_{R}(\mathcal{T}, D)\right| \\
& \leq \gamma+\xi(n) \kappa \\
& \leq \gamma+\xi(n) \frac{1}{8 \xi(n)} \\
& =\frac{1}{4}+\frac{1}{8}=\frac{3}{8}
\end{aligned}
$$

In both cases, the error probability is bounded by $3 / 8$.
Let $F(\sigma, T)\rfloor_{m}$ denote the first $m$ bits of the probability $F(\sigma, T)$. The next theorem is a corollary of the previous:

Theorem 7. Let $A$ be the set decided by $R W$ machine $\mathcal{M}$ with unknown parameter $\sigma$ that can make up to $\xi(n)$ calls to the oracle, for inputs of size $n$, with error probability bounded by $\gamma<1 / 4$. If $\mathcal{M}^{\prime}$ is an identical analogue-digital machine, with unknown parameter $\tilde{\sigma}$, but with the exception that the probability that the oracle returns 'yes' is given by $F(\sigma, T)\rfloor_{\log \xi(n)+3}$, then $\mathcal{M}_{n}$ decides the same set as $\mathcal{M}$, also in time $t(n)$, but with error probability bounded by $3 / 8$.

Now we state and prove upper bounds.
Theorem 8. [Upper bounds] For every $k$, every set decided in polynomial time by a $R W$ machine that can make up to $\xi(n)=O\left(\log ^{(k)}(n)\right)$ calls to the oracle, where $n$ is the size of the input, is in $B P P / / \log ^{(k+1)} \star$.

Proof. Let $A$ be a set decided in polynomial time $p(n)$ and with error probability bounded by $1 / 4$ by a RW machine $\mathcal{M}$ with unknown parameter $\sigma$ that can make up to $\xi(n)=O\left(\log ^{(k)}(n)\right)$ calls to the oracle. We specify a probabilistic Turing machine $\mathcal{M}^{\prime}$ with advice $\left.f(n)=F(\sigma, T)\right\rfloor_{\log \xi(n)+3}$ to decide $A$. We have $f \in \log ^{(k+1)}$ t.

By Theorem 7, we know that an RW machine with 'yes' probability $f(n)$ decides the same than $\mathcal{M}$ for words of size $\leq n$, but with error probability $\leq 3 / 8$. The value $f(n)=F(\sigma)\rfloor_{\log \xi(n)+3}$ is a dyadic rational with denominator $2^{\log \xi(n)+3}$. Thus, $\left.m=2^{\log \xi(n)+3} f(n) \in\left[0,2^{\log \xi(n)+3}\right)\right]$ is an integer. Consider $\kappa=\log \xi(n)+3$ fair coin tosses, interpreted as a sequence of bits. The machine $\mathcal{M}^{\prime}$ then tests if $\tau_{1} \tau_{2} \ldots \tau_{k}<m$, where $\tau_{1} \tau_{2} \ldots \tau_{k}$ is now interpreted as an integer. If the test is true, the machine returns 'yes', otherwise it returns 'no'. The probability of returning 'yes' is $m / 2^{k}=f(n)$, as required. The time taken is polynomial in $n$.

## 6 The hierarchy

From Theorem 4 and Theorem 8, we get the following corollary:
Theorem 9. The class of sets decidable in polynomial time by $R W$ machines that can make up to $O\left(\log ^{(k)}(n)\right)$ calls to the oracle, for inputs of size $n$, is exactly $B P P / / \log ^{(k+1)} \star$.

As we want the RW machines to run in polynomial time, the maximum number of oracle calls that we can allow is polynomial. For that bound, the corresponding class is $B P P / / \log \star$. Thus, if we restrict more and more the number of queries to the oracle, we can obtain a fine structure of $B P P / / \log \star$. Observe that if $k$ is a very large number, the machine is allowed to make only few calls to the oracle, but the advice is smaller, so the number of bits that the machine needs to read is also smaller.

We explore some properties of advice classes (see [3], [23], and [6]).
If $f: \mathbb{N} \rightarrow \Sigma^{*}$ is an advice function, then we use $|f|$ to denote its size, i.e., the function $|f|$ : $\mathbb{N} \rightarrow \mathbb{N}$ such that $|f|(n)=|f(n)|$, for every $n \in \mathbb{N}$. For a class of functions, $\mathcal{F},|\mathcal{F}|=\{|f|: f \in \mathcal{F}\}$.

Definition 1. A class of advice functions is said to be a class of reasonable advice functions if:

1. for every $f \in \mathcal{F},|f|$ is computable in polynomial time;
2. for every $f \in \mathcal{F},|f|$ is bounded by a polynomial;
3. for every $f \in \mathcal{F},|f|$ is increasing;
4. $|\mathcal{F}|$ is closed under addition and multiplication by positive integers;
5. for every polynomial $p$ of positive integer coefficients and every $f \in \mathcal{F}$, there exists $g \in \mathcal{F}$ such that $|f| \circ p \leq|g|$.

Definition 2. Let $r$ and $s$ be two total functions. We say that $r \prec s$ if $r \in o(s)$. Let $\mathcal{F}$ and $\mathcal{G}$ be classes of advice functions. We say that $\mathcal{F} \prec \mathcal{G}$ if there exists a function $g \in \mathcal{G}$ such that, for every $f \in \mathcal{F},|f| \prec|g|$.

We have $\log ^{(k+1)} \prec \log ^{(k)}$, for all $k \geq 0$. Now, we just need to know the relation between the non-uniform complexity classes of $B P P$, induced by the relation $\prec$ in the advice classes. Remember that a set is said to be tally if it is a language over an alphabet of a single symbol (e.g. $\{0\}$ ). Now, consider the set of finite sequences over the alphabet $\Sigma$ ordered first by size and then alphabetically. The characteristic function of a set $A \subseteq \Sigma^{*}$ is the unique infinite sequence $\chi_{A}: \mathbb{N} \rightarrow\{0,1\}$ such
that, for every $n, \chi_{A}(n)$ is 1 if, and only if, the $n$-th word in that order is in $A$. The characteristic function of a tally set $A$ is a sequence where the $i$-th bit is 1 if, and only if, the word $0^{i}$ is in $A$. The following theorem generalizes the related theorem of [3], [23] and [6], where it is proved for the deterministic case.

Theorem 10. If $\mathcal{F}$ and $\mathcal{G}$ are two classes of reasonable sublinear advice functions ${ }^{6}$ such that $\mathcal{F} \prec \mathcal{G}$, then $B P P / / \mathcal{F} \subsetneq B P P / / \mathcal{G}$.

Proof. Trivially, $B P P / / \mathcal{F} \subseteq B P P / / \mathcal{G}$. Let linear be the set of advice functions of size linear in the size of the input and $\eta$.linear be the class of advice functions of size $\eta n$, where $n$ is the size of the input and $\eta$ is a number such that $0<\eta<1$. There is an infinite sequence $\gamma$ whose set of prefixes is in $B P P / /$ linear but not in $B P P / / \eta$.linear for some $\eta$ sufficiently small. ${ }^{7}$. Let $g \in \mathcal{G}$ be a function such that, for every $f \in \mathcal{F},|f| \prec|g|$. We prove that there is a set in $B P P / / g$ that does not belong to $B P P / / f$, for any $f \in \mathcal{F}$.

A tally set $T$ is defined in the following way: for each $n \geq 1$,

$$
\beta_{n}= \begin{cases}\left.\gamma\right|_{|g|(n)} 0^{n-|g|(n)} & \text { if }|g|(n) \leq n \\ 0^{n} & \text { otherwise }\end{cases}
$$

$T$ is the tally set with characteristic string $\beta_{1} \beta_{2} \beta_{3} \ldots$. With advice $\gamma_{|g|(n)}$, it is easy to decide $T$, since we can reconstruct the sequence $\beta_{1} \beta_{2} \cdots \beta_{n}$, with $\left(n^{2}+n\right) / 2$ bits, and then we just have to check if its $n$-th bit is 1 or 0 . We conclude that $T \in P / g \subseteq B P P / / g$.

We prove that the same set does not belong to $B P P / / f$. Suppose that some probabilistic Turing machine $\mathcal{M}$ with advice $f$, running in polynomial time, decides $T$ with probability of error bounded by ${ }^{8}$

$$
2^{-\log (4|g|(n))}=\frac{1}{4|g|(n)}
$$

Since $|f| \in o(|g|)$, then, for all but finitely many $n,|f|(n)<\eta|g|(n)$, for arbitrarily small $\eta$, meaning that we can compute, for all but finitely many $n,|g|(n)$ bits of $\gamma$ using an advice of length $\eta \cdot|g|(n)$, contradicting the fact that the set of prefixes of $\gamma$ is not in $B P P / / \eta$.linear. The reconstruction of the binary sequence $\gamma \|_{|g|(n)}$ is provided by the following procedure:

## Procedure

## Begin

## Input $n$;

$x:=\lambda$;
Compute $|g|(n)$;
For $i:=\frac{n^{2}-n}{2}$ To $\frac{n^{2}-n}{2}+|g|(n)$ Do Begin
Query $0^{i}$ to $T$ by running machine $\mathcal{M}$ with advice $f(i)$;
If "YES" Then $x:=x 1$ Else $x:=x 0$;

## End For;

Output $x$

## End.

[^3]The queries are made simulating machine $\mathcal{M}$ which is a probabilistic Turing machine with error probability bounded by $2^{-\log (4|g|(n))}=\frac{1}{4|g|(n)}$. Thus, the probability of error of $\mathcal{M}^{\prime}$ is bounded by

$$
\frac{1}{4|g|\left(\frac{n^{2}-n}{2}\right)}+\cdots+\frac{1}{4|g|\left(\frac{n^{2}-n}{2}+|g|(n)\right)}
$$

As $|g|$ is increasing, the error probability is bounded by

$$
\frac{1}{4|g|\left(\frac{n^{2}-n}{2}\right)} \times|g|(n)
$$

which, for $n \geq 3$, is bounded by

$$
\frac{1}{4|g|(n)} \times|g|(n)=\frac{1}{4}
$$

As we are considering prefix advice classes, it is useful to derive the following corollary:
Theorem 11. If $\mathcal{F}$ and $\mathcal{G}$ are two classes of reasonable sublinear advice functions such that $\mathcal{F} \prec \mathcal{G}$, then $B P P / / \mathcal{F} \star \subsetneq B P P / / \mathcal{G} \star$.

Proof. The proof of 10 is also a proof that $B P P / / \mathcal{F} \subsetneq B P P / / \mathcal{G} \star$, because the advice function used is $\gamma \|_{|g|(n)}$, which is a prefix advice function. Since $B P P / / \mathcal{F} \star \subseteq B P P / / \mathcal{F}$, the statement follows.

We have already seen that, for all $k \geq 0, \log ^{(k+1)} \prec \log ^{(k)}$. In particular, this is true for $k \geq 1$ and we have the following infinite descending chain

$$
\cdots \prec \log ^{(4)} \prec \log ^{(3)} \prec \log ^{(2)} \prec \log .
$$

Therefore, by Theorem 11, we have also the descending chain of sets

$$
\cdots \subsetneq B P P / / \log ^{(4)} \star \subsetneq B P P / / \log ^{(3)} \star \subsetneq B P P / / \log ^{(2)} \star \subsetneq B P P / / \log \star
$$

that, according with Theorem 9, coincide with the classes of sets decided by RW machines that can make up to

$$
\cdots \subsetneq O\left(\log ^{(3)}(n)\right) \subsetneq O\left(\log ^{(2)}(n)\right) \subsetneq O(\log (n)) \subsetneq O(n)
$$

calls to the oracle, respectively.
Note that, although we have defined $\log ^{(0)}(n)=n$, the non-uniform complexity class $B P P / / \log \star$ corresponds to the class of sets decided by RW machines with a polynomial number of oracle calls, and not only $O(n)$ calls.

## 7 Conclusion

We introduced RW machines specified as Turing machines having access to a random walk experiment on a line. We then proved that the class of sets decidable in polynomial time by RW machines that can make up to $O\left(\log ^{(k)}(n)\right)$ calls to the oracle is exactly $B P P / / \log ^{(k+1)} \star$, where $\log ^{(k)}$ is the class of advice functions $f$ such that $|f(n)| \in O\left(\log ^{(k)}(n)\right)$.

We proved that, if $\mathcal{F}$ and $\mathcal{G}$ are two classes of reasonable sublinear advice functions such that $\mathcal{F} \prec \mathcal{G}$, then $B P P / / \mathcal{F} \subsetneq B P P / / \mathcal{G}$. Although this result was already discussed for the deterministic case in $[3,6,23]$, the probabilistic case seems not to have been considered.

Then, we presented a fine structure of $B P P / / \log \star$ based on counting oracle calls:

$$
\cdots \subsetneq B P P / / \log ^{(4)} \star \subsetneq B P P / / \log ^{(3)} \star \subsetneq B P P / / \log ^{(2)} \star \subsetneq B P P / / \log \star
$$

that coincide with the structure of classes of sets decided by RW machines that can make up to

$$
\cdots \subsetneq O\left(\log ^{(3)}(n)\right) \subsetneq O\left(\log ^{(2)}(n)\right) \subsetneq O(\log (n)) \subsetneq O(n)
$$

calls to the oracle, respectively.

## 8 Open problem

Together with the transfinite chain of advice classes presented in [6] and [19], we also have a transfinite chain of non-uniform probabilistic classes:

$$
\cdots \subsetneq B P P / / \log ^{(2 \omega)} \star \subsetneq \cdots \subsetneq B P P / / \log ^{(\omega)} \star \subsetneq \cdots \subsetneq B P P / / \log ^{(2)} \star \subsetneq B P P / / \log \star
$$

In fact, the chain of non-uniform classes can be continued, where $\log ^{(\omega)}=\bigcap_{k \in \mathbb{N}} \log ^{(k)}$ is a nonempty class (as shown in $[6,19]$ for diverse transfinite classes). However, we do not know if there is a correspondence between these complexity classes and the classes decided by RW machines with bounded number of oracle calls, since we only proved such a correspondence for advice classes of the form $\log ^{(k)}$, with $k \in \mathbb{N}$. At present, we do not know how to encode a function $f \in \log ^{(\omega)} \star$ into a real number.
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[^0]:    * Corresponding author

[^1]:    ${ }^{4}$ It is proved in $[12,16]$ that, for every $\sigma \in \mathcal{C}_{3}$ and for every dyadic rational $z$, if $|\sigma-z| \leq 2^{-k-5}$, then the binary expansions of $x$ and $z$ coincide on the first $k$ bits.

[^2]:    ${ }^{5}$ This statement makes sense, since, if we wait too long, then we will lose information about the absorption time of the particle.

[^3]:    $\overline{{ }^{6} \mathcal{F}}$ is a class of reasonable sublinear advice functions if it is a class of reasonable advice functions such that, for every $f \in \mathcal{F},|f| \in o(n)$.
    ${ }^{7}$ We can take for $\gamma$ the Chaitin Omega number, $\Omega$
    ${ }^{8}$ E.g. see Proposition 6.17 in [2]. The probability of error of a given probabilistic machine that decides $T$ in polynomial time can be reduced below any fixed value just by iteration.

